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Overview

• Overview of Responsible AI
– Ethical Principles and Frameworks
– AI Ethics Issues as Design Flaws
– Privacy
– Abuse and Misuse: Cambridge Analytica, Deepfakes
– AI Alignment / Safety

• AI Fairness
– Examples
– Sources of bias
– The fair AI paradigm, and its limitations
– Sociotechnical considerations

• Application areas of concern
– Lethal Autonomous Weapons Systems (LAWS)
– Facial recognition software
– Large language models

• Conclusion
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OVERVIEW OF 
RESPONSIBLE AI
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AI Ethics

• Our lives are becoming increasingly digitized

– due to social media, smartphones, internet of things, 
even COVID-19…

– AI and data science algorithms are having an increasing 
impact on our lives

• These systems and techniques use data from real human 
beings and make impactful decisions

• It is important to ensure that these systems are designed in 
an ethical way 4

This Photo by Unknown Author is licensed under CC BY-SA

https://thebluediamondgallery.com/finger01/e/ethics.html
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AI Ethics

• Some of the main ethical concerns are regarding:
– Privacy

• Individuals have a right to keep their personal data private, 
especially sensitive information

– Accountability
• We should be able to trust an algorithm to do what it is supposed 

to.  If it does not, we should be able to correct erroneous 
decisions, and hold the right people responsible

– Transparency
• If an algorithm makes a consequential decision, impacted 

individuals should be able to understand why (and know that the 
decision was made)

– Fairness
• Algorithms should behave in a way that is just and equitable
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AI Ethics

• The above issues assume that the developers 
of AI systems have basically good or neutral 
intentions

• Deliberate harm, abuse, or misuse of AI 
systems is also an ethical concern

– Mass surveillance, censorship, fraud, identity 
theft, psychological manipulation…

6



Ethical AI Principles and 
Frameworks

• In no other field is the ethical compass 
more relevant than in artificial 
intelligence. These general-purpose 
technologies are re-shaping the way we 
work, interact, and live. The world is set to 
change at a pace not seen since the 
deployment of the printing press six 
centuries ago. AI technology brings major 
benefits in many areas, but without 
the ethical guardrails, it risks reproducing 
real world biases and discrimination, 
fueling divisions and threatening 
fundamental human rights and freedoms 
(UNESCO)



Ethical Frameworks,
Codes of Conduct

• Engineers, especially ones who belong to a 
professional society like the Maryland 
Society of Professional Engineers, know a 
thing or two about ethics and codes of 
conduct!

– E.g., MDSPE’s mission and vision 
statement includes:

• “Advance and promote the public 
health, safety and welfare.”

• “Establish and preserve high 
standards of ethical conduct and 
practice by members of the 
profession.”
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Ethical Frameworks, Codes of Conduct

• A number of AI ethics frameworks and 
principles have recently been put forward

• E.g., by professional societies (ACM, IEEE), 
government organizations (NIST), tech 
companies (Google, Microsoft,…), and more
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ACM Principles for Responsible 
Algorithmic Systems (1)

• Legitimacy and competency

– socially legitimate by stakeholders 
impacted by the system

– have the management competence 
and explicit authorization to build and 
deploy such systems

– have expertise in the application 
domain

• Minimizing harm

– be aware of the possible errors and 
biases involved in their design, 
implementation, and use, and the 
potential harm that a system can 
cause to individuals and society.

• Security and privacy

– Risk from malicious parties can be 
mitigated by introducing security and 
privacy best practices across every 
phase of the systems’ lifecycles



ACM Principles for Responsible Algorithmic 
Systems (2)

•  Transparency

– clearly document the way in which specific datasets, 
variables, and models were selected for 
development, training, validation, and testing, as 
well as the specific measures that were used to 
guarantee data and output quality.

– Public scrutiny of the data and models provides 
maximum opportunity for correction. Developers 
thus should facilitate third-party testing in the public 
interest.

• Interpretability and explainability

– produce information regarding both the procedures 
that the employed algorithms follow 
(interpretability) and the specific decisions that they 
make (explainability)

• Maintainability:

– Evidence of all algorithmic systems’ soundness 
should be collected throughout their life cycles

• Contestability and auditability:

– enable individuals and groups to question outcomes 
and seek redress for adverse effects resulting from 
algorithmically informed decisions.



ACM Principles for Responsible Algorithmic 
Systems (3)

•  Accountability and responsibility

– Public and private bodies 
should be held accountable 
for decisions made by 
algorithms they use, even if it 
is not feasible to explain in 
detail how those algorithms 
produced their results

• Limiting environmental impacts: 

– Algorithmic systems should 
be engineered to report 
estimates of environmental 
impacts, including carbon 
emissions from both training 
and operational 
computations. 



Common Themes in a Survey
of Ethical AI Frameworks

Zhou, Jianlong, et al. "A survey on ethical principles of AI and implementations." 2020 IEEE 

Symposium Series on Computational Intelligence (SSCI). IEEE, 2020.



Current Status

• Good starting points
• Most principles/frameworks 

are non-regulatory and non-
binding and not yet 
enforceable  
– Some exceptions: EU General 

Data Protection Regulation 
(GDPR)

– Still a long way to go



Ethics, or 
Design 
Flaws?

• Another engineering perspective:

– Treat responsible AI issues as 
design flaws?

• An engineer wouldn’t build a 
bridge that people can easily fall 
off and be harmed

– Arguably, harm due to an AI 
system is a design flaw in a 
similar way

– Perhaps the responsible 
design of AI systems should 
be considered basic 
engineering competence?
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Machine Learning

• Machine learning algorithms, which make predictions based on data, 
are having an increasing impact on our daily lives.

• Example: credit scoring - predicting whether you will repay or default on 
a loan

• The models are “trained” on many labeled feature vectors

• This is called classification, an instance of supervised machine learning

16

# Late Payments % of available 
credit used

Previous 
defaults?

Employed? … Repay Loan?

Feature vector X Class label Y



▪ Privacy

o Companies are motivated to store all of our data for 
potential future mining

o This in turn incentivizes:
• hacking and data breaches

• Invasive personalized targeting

• Abuse

Ethical Concerns arising from ML

https://www.nytimes.com/2018/04/04/us/politics/cambridge-analytica-scandal-fallout.html
https://www.washingtonpost.com/technology/2019/01/16/major-bug-fortnite-gave-hackers-access-millions-player-accounts-researchers-say/

https://www.nytimes.com/2018/04/04/us/politics/cambridge-analytica-scandal-fallout.html
https://www.washingtonpost.com/technology/2019/01/16/major-bug-fortnite-gave-hackers-access-millions-player-accounts-researchers-say/


18http://www.forbes.com/sites/kashmirhill/2012/02/16/how-target-figured-out-a-teen-girl-was-pregnant-before-her-father-did/#b228dae34c62, Retrieved 6/16/2016



▪ Cambridge Analytica, a political data mining company 
contracted by the Trump campaign in 2016, acquired 
data on 50 million Facebook users

▪ Cambridge Analytica used the data to build 
psychological personality profiles (e.g. “neurotic 
introvert”) of Facebook users in order to target 
political ads.

o Many found this to be invasive and manipulative

Cambridge Analytica Scandal

https://www.nytimes.com/2018/04/04/us/politics/cambridge-analytica-scandal-fallout.html

https://www.nytimes.com/2018/04/04/us/politics/cambridge-analytica-scandal-fallout.html


Cambridge Analytica Scandal

https://www.nytimes.com/2018/03/17/us/politics/cambridge-analytica-trump-campaign.html?

https://www.nytimes.com/2018/03/17/us/politics/cambridge-analytica-trump-campaign.html


▪ The data were collected by Dr. Aleksandr Kogan, a psychology 
professor at Cambridge, using a personality quiz app.

▪ Since data on the app users’ friends was also harvested, the 
dataset included data on people who never used the app

▪ Under Facebook’s terms of service at that time, Dr. Kogan had 
the right to collect the data for research.  He did not have the 
right to sell it to Cambridge Analytica 

Cambridge Analytica Scandal

https://www.nytimes.com/2018/04/04/us/politics/cambridge-analytica-scandal-fallout.html

https://www.nytimes.com/2018/04/04/us/politics/cambridge-analytica-scandal-fallout.html


Privacy and Machine Learning

• As individuals and consumers, we benefit from 
ML systems trained on OUR data
– Internet search

– Recommendations
• products, movies, music, news,

restaurants, email recipients

– Mobile phones
• Autocorrect, speech recognition, Siri, …
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Anonymization
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▪ One attempt at a compromise: anonymization

o Remove personally identifying information (name, social security number, …) 

from the dataset, so that we do not know which record belongs to which person

o Machine learning algorithms can still be used on anonymized data

▪ However: anonymizing data is difficult

o 85% of Americans can be identified

from just zip code, birth date and sex

▪ As dimensions / attributes increase,

pretty quickly you become unique



Anonymization Fails
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(Narayanan and Shmatikov, 2008)

Anonymized Netflix data + public IMDB data = identified Netflix data



Figure by K. Chaudhuri

• Algorithm has similar behavior (outcome probabilities) if 
you change one data point

• Typically achieved by adding noise to each query result

One Solution: Differential Privacy



Transparency

• Credit scores, based on classifiers predicting whether you will 
repay a loan, determine your loan eligibility and rates

• Transparency: If you are denied a loan, you would like to be 
able to understand the reasons for it, and how you could 
improve your credit score for next time
– Machine learning models are often not interpretable.

– Explainable AI techniques aim to provide simplified models or 
understandable explanations 
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# Late Payments % of available 
credit used

Previous 
defaults?

Employed? … Repay Loan?

Feature vector X Class label Y



Abuse of AI Techniques: Deepfakes
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https://www.theguardian.com/commentisfree/2019/jun/29/deepnude-app-week-in-patriarchy-women
Retrieved 11.9.2019

https://www.theguardian.com/commentisfree/2019/jun/29/deepnude-app-week-in-patriarchy-women


AI Alignment and AI Safety

• AI alignment:
– I really hate this damn machine, I wish that they would sell it. It never 

does quite what I want, But only what I tell it. -Anonymous
– There may be a gap between what we tell an AI do to, and what we 

want.
• Especially if we want it to exhibit complicated human values

– Specification gaming: An AI system finds a solution to its objective we 
did not intend, e.g. robot vacuum cleaner drives rapidly backwards to 
avoid triggering its front sensor

• Instrumental convergence: many AI systems may succeed via an 
instrumental goal such as power-seeking.
– Could such an AI kill us all?

• Extreme example: Bostrom’s paperclip maximizer



AI FAIRNESS
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What is Fairness in AI/Data Mining?
Why is it Important?

• There is growing awareness that biases inherent in data 
can lead the behavior of machine learning algorithms to 
discriminate against certain populations.
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Bias Against Women in Credit Scoring

31

https://www.cnn.com/2019/11/10/business/goldman-sachs-apple-card-discrimination/index.html, retrieved 11/13/2019

https://www.cnn.com/2019/11/10/business/goldman-sachs-apple-card-discrimination/index.html


Bias in Predicting Future Criminals

• Correctional Offender Management Profiling for Alternative Sanctions 
(COMPAS), by Northpointe company

• An algorithmic system for predicting risk of re-offending in criminal justice

• Used for sentencing decisions across the U.S.

• ProPublica study (Angwin et al., 2016):
• COMPAS almost twice as likely to incorrectly predict re-offending for African Americans 

than for white people. Similarly much more likely to incorrectly predict that white people 
would not re-offend than for African Americans

• Northpointe disputes the findings

32
J. Angwin, J. Larson, S. Mattu, and L. Kirchner. Machine bias: There’s software used across the country to predict future criminals. 

and it’s biased against blacks. ProPublica, May, 23, 2016.

WHITE AFRICAN AMERICAN

Labeled Higher Risk, But Didn’t Re-Offend 23.5% 44.9%

Labeled Lower Risk, Yet Did Re-Offend 47.7% 28.0%



Illustrative Example: Sentiment Analysis

• An example from “How to make a racist AI without really trying” by Robyn Speer 

• Application: sentiment analysis
• Predict whether the sentiment expressed in a text is positive or negative

33

dog:  (0.11, -1.5, 2.7, … )
cat:    (0.15, -1.2, 3.2,  … )
Paris: (4.5, 0.3, -2.1, …)

dog

catParis

http://blog.conceptnet.io/posts/2017/how-to-make-a-racist-ai-without-really-trying/
This Photo by Unknown Author is licensed under CC BY-NC-ND

http://people-equation.com/articles-on-assessing-employee-performance-tips-and-trends/
https://creativecommons.org/licenses/by-nc-nd/3.0/


Illustrative Example: Sentiment Analysis

Steps for building sentiment analysis model:

1. Acquire word embeddings pre-trained on the common crawl of 
web pages

2. Acquire gold-standard sentiment labels for words based on an 
existing sentiment lexicon

3. Train a classifier to predict sentiment from word embeddings

4. Compute sentiment scores for text based on the sentiment of its 
words

5. Behold the monstrosity created!

34
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Illustrative Example: Sentiment Analysis

• Sentiment scores from the model:
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Illustrative Example: Sentiment Analysis
• Sentiment scores from the model:

36
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Illustrative Example: Sentiment Analysis
• Sentiment scores from the model:

37
http://blog.conceptnet.io/posts/2017/how-to-make-a-racist-ai-without-really-trying/



“How to Make a Racist AI
Without Really Trying”

• Sentiment of stereotypical names for different race groups
(bar plot with 95% confidence interval of means shown)

38
http://blog.conceptnet.io/posts/2017/how-to-make-a-racist-ai-without-really-trying/

Positive 
sentiment

Negative 
sentiment
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Sources of Bias in Data
(cf. Barocas and Selbst (2016))

• Data encodes societal prejudices
• e.g. racism/sexism in social media data

• Data encodes societal (dis)advantages
• college admissions, criminal justice

• Less data for minorities
• Collection bias

• data from smartphones, automobiles,…

• Intentional prejudice. Digital redlining, masking
• St. George’s Hospital Med School encoded its

existing race/gender-biased decision-making for
admissions interviews in an algorithm
(Lowry & McPherson, 1988)

• Proxy variables
• (e.g. zip code highly correlated with race, leading

classifier to unintentionally consider race)

40Barocas, S., & Selbst, A. D. (2016). Big data's disparate impact. Cal. L. Rev., 104, 671.



Fairness Through Unawareness
• Can’t we just delete the “sensitive” or protected attributes?

• “Fairness through unawareness”: Disallow protected categories as features
E.g., Do not use race and gender as input features for the classifier

• Problem: other features are correlated with the protected features (“proxy 
variables”)

• E.g., zip code is highly correlated with race.  Using zip code as a feature to predict credit-
worthiness would lead to discrimination

41

Race Gender Zip Code # Late Payments … Repay Loan?

Feature vector X Class label YProtected attributes A



The Main Paradigms of
Fair AI / Data Mining
• Typically, we impose a mathematical “fairness definition” that 

aims to ensure some notion of fairness.

• At a very high level, the main approaches are:
• Fairness Metrics

• Quantify fairness or bias with some function. Learning 
algorithm aims to get a good “fairness score” while 
predicting well.

• Fair representation learning
• Produce a new representation of the data that 

removes all association with “protected attributes” 
such as gender/race/age/etc., while capturing all other 
relevant information.

• Typical approach: adversarial models such as GANs, 
VAEs

• Causal fairness
• Model the causal structure of the problem domain and 

achieve causal properties that are deemed fair.
• E.g., counterfactual fairness: changing protected 

attributes will not change the outcomes.

• We’ll focus on fairness metrics, as they allow us to flexibly 
operationalize our desired fairness goals.
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Important 
Caveats to

Fair AI
/ Data Mining

• A mathematical definition cannot, by 
itself, solve the sociotechnical 
problem of “fairness,” which has 
non-technical dimensions and 
exceeds the narrowly defined AI / 
data mining system.

• The fair AI paradigm arguably 
oversimplifies complex 
sociotechnical problems and could 
potentially legitimize problematic 
systems that should never be 
deployed.
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Keyes, O., Hutson, J., & Durbin, M. (2019, May). 

A mulching proposal: Analysing and improving 

an algorithmic system for turning the elderly into 

high-nutrient slurry. In Extended abstracts of the 

2019 CHI conference on human factors in 

computing systems (pp. 1-11).



Understanding fairness 
and bias in your 
problem domain

• We have seen that mathematical fairness 
definitions exist and there are many options.

• Alternative fairness definitions:
• Encode differing goals about fairness
• Make differing assumptions about the real 

world and ideal world
• May be desirable to different stakeholders, 

who may have conflicting goals
• May or may not correct the underlying 

fairness problems
(or even make them worse)

• No single fairness definition is applicable in all 
cases!

• To make these choices, you first need to perform 
a careful reflection on the fairness and bias issues 
in your problem domain.
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Thinking through who is harmed,
and why?

• Before attempting a fairness intervention, we need to stop and think 
about:

• Who is being harmed?
• By larger societal processes that impact the data

• By data quality and selection issues

• By the system itself

• Why are they harmed?
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Does Your Problem Definition
Contain Bias?

• “Data miners must determine how to solve the problem at 
hand by translating it into a question about the value of 
some target variable.

… Through this necessarily subjective process of translation, 
data miners may unintentionally parse the problem in such 
a way that happens to systematically disadvantage 
protected classes.” 

• Quote from: Barocas, S., & Selbst, A. D. (2016). Big 
data's disparate impact. California law review, 671-732.

• Class labels are often selected because they are 
conveniently measurable proxies for the thing you actually 
care about

• e.g. loan repayments vs. “this person should be given a 
loan.”

• Be careful that this choice is not harmful!

47

Image from: https://www.springboard.com/blog/data-science/data-mining/



The Framing Trap

• The Framing Trap: “Failure to model the entire system over which a 
social criterion, such as fairness, will be enforced” 

• “[A] sociotechnical frame recognizes explicitly that a machine 
learning model is part of a sociotechnical system, and that the other 
components of the system need to be modeled. By moving decisions 
made by humans and human institutions within the abstraction 
boundary, fairness of the system can again be analyzed as an end-to-
end property of the sociotechnical frame.”

• Quotes from: “Selbst, A. D., Boyd, D., Friedler, S. A., 
Venkatasubramanian, S., & Vertesi, J. (2019, January). Fairness and 
abstraction in sociotechnical systems. In Proceedings of the 
conference on fairness, accountability, and transparency (pp. 59-68).”
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Representativeness of Your
Data Mining Team

• If underrepresented groups who are impacted by your data mining 
system are not on the development team, most likely nobody will 
spot the issues.

• The long-term solution is to address equity and representation issues in the 
entire STEM pipeline.

• “Machine predictions and performance are constrained by 
human decisions and values, and those who design, develop, 
and maintain AI systems will shape such systems within their own 
understanding of the world. Many of the biases embedded in AI 
systems are products of a complex history with respect to diversity 
and equality.”

• Quote from Campolo, A., Sanfilippo, M. R., Whittaker, M., & 
Crawford, K. (2017). AI Now 2017 Report.
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Application areas 
of concern



Lethal Autonomous Weapons

• A lethal autonomous weapon is one that locates, selects, and 
engages (i.e., kills) human targets without human supervision
(UN definition) 

• Israel’s Harop missile: a “loitering munition”
• 10 foot wingspan, 50 pound warhead

• Searches for up to 6 hours for a target that meets a particular set of criteria, 
e.g. “looks like a tank”



Lethal Autonomous Weapons

• A lethal autonomous weapon is one that locates, selects, and 
engages (i.e., kills) human targets without human supervision
(UN definition) 

• Kargu quadcopter from Turkish manufacturer STM
• Carries up to 1.5kg of explosives

• Capable of “autonomous hit … targets selected on images .. Tracking moving 
targets … anti-personnel … face recognition”



Lethal Autonomous Weapons

• A lethal autonomous weapon is one that locates, selects, and 
engages (i.e., kills) human targets without human supervision
(UN definition) 

• Killer robots (e.g. the Terminator)?
• Boston Dynamics makes bipedal and quadrupedal robots that walk, lift 

things, open doors…

• It would not be difficult to put a gun or explosives on them
• The technology is already here!!!



https://www.bbc.com/news/technology-56182268

https://www.bbc.com/news/technology-56182268


Fairness and Bias 
in AI – Facial 
Recognition

• How I'm fighting bias in algorithms | Joy 
Buolamwini

• MIT grad student Joy Buolamwini was 
working with facial analysis software 
when she noticed a problem: the 
software didn't detect her face -- 
because the people who coded the 
algorithm hadn't taught it to identify a 
broad range of skin tones and facial 
structures. Now she's on a mission to 
fight bias in machine learning, a 
phenomenon she calls the "coded 
gaze." It's an eye-opening talk about the 
need for accountability in coding ... as 
algorithms take over more and more 
aspects of our lives.

https://www.youtube.com/watch?v=UG_X_7g63rY&ab_channel=TED
https://www.youtube.com/watch?v=UG_X_7g63rY&ab_channel=TED


Buolamwini and Gebru (2018)
Gender Shades

• Buolamwini and Gebru (2018) performed an audit of three 
commercial facial recognition systems

• Tested on the gender classification task

• The systems were biased (worse predictive performance) against women and 
people with darker skin tones, and especially against women with darker skin 
tones. 

Buolamwini, J., & Gebru, T. (2018, January). Gender shades: Intersectional accuracy disparities in commercial 

gender classification. In Conference on fairness, accountability and transparency (pp. 77-91). PMLR.



Facial Recognition and Fairness

• “Face recognition may be least accurate for those 
it is most likely to affect: African Americans.”

• Quote from: Clare Garvie, Alvaro Bedoya, and 
Jonathan Frankle. The Perpetual Line-Up: 
Unregulated Police Face Recognition in 
America. Georgetown Law, Center on Privacy 
& Technology, 2016.

• “False positives and unwarranted searches pose a 
threat to civil liberties.”

• Quote from: Buolamwini, J., & Gebru, T. 
(2018). Gender shades: Intersectional accuracy 
disparities in commercial gender classification. 
In Conference on Fairness, Accountability and 
Transparency (pp. 77-91). PMLR.
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This Photo by Unknown Author is licensed under CC BY-ND

http://nedhayes.com/biometric-security-update-an-overview-in-the-covid-19-era
https://creativecommons.org/licenses/by-nd/3.0/


Large 
language 
models 
(LLMs)

• AI chatbots such as ChatGPT, built via deep neural networks on 
massive text data (“large language models”) are poised to 
impact many spheres of life

• There are concerns around their impressive performance

• There are also concerns around their less-than impressive 
performance!

This Photo by Unknown Author is licensed under CC BY-NC

https://www.tecnoneo.com/2023/04/javagpt-permite-que-chatgpt-se-ejecute.html
https://creativecommons.org/licenses/by-nc/3.0/


Does GPT show signs of approaching AGI?

• Some researchers think so! (I am skeptical…)





Hallucination

• GPT is very good at “telling stories” that are similar to those in its 
training data.

• It seems to learn some knowledge about the world and about how it 
works. But it is not trained to acquire knowledge. It is trained to 
match the statistical patterns of language in data. So any statements 
it makes need to be taken with a grain of salt – they could be 
completely made up!

• Example: A GPT model said “Elon Musk died in a car crash”

• Cf. Bots of New York, a Facebook page that uses GPT and image processing to 
make a parody of the heartwarming stories in Humans of New York





Conclusion

• AI systems are increasingly impactful, raising a variety of concerns including privacy, 
accountability, fairness, transparency, and potential abuse

• Technical solutions have been proposed, but this is only part of the story

• Ethical frameworks and code of conduct provide guidelines, but are not currently 
enforced

• Engineers should be aware of these issues when using AI tools, or building AI systems

• Engineering as a discipline has a valuable perspective and can potentially help improve 
the situation

• Leadership in modeling ethics as a core concept

• Rigorous approaches to competent design and safety
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